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**Ministru komitejas Ieteikums CM/Rec(2024)5 dalībvalstīm par mākslīgā intelekta un saistīto digitālo tehnoloģiju izmantošanas ētiskajiem un organizatoriskajiem aspektiem ieslodzījuma vietu un probācijas dienestu darbā**

*(Pieņēmusi Ministru komiteja Ministru vietnieku 1509. sanāksmē 2024. gada 9. oktobrī.)*

|  |
| --- |
|  |

Ministru komiteja, ievērojot Eiropas Padomes Statūtu (ELS Nr. 1) 15. panta *b)* punkta noteikumus;

ņemot vērā Eiropas Cilvēktiesību konvenciju (ELS Nr. 5) un Eiropas Cilvēktiesību tiesas praksi;

ņemot vērā Konvenciju par personu aizsardzību attiecībā uz personas datu automātisko apstrādi (ELS Nr. 108), kas grozīta ar tās protokolu (EPLS Nr. 223, “Konvencija 108+”), un jo īpaši Pamatnostādnes par mākslīgo intelektu un datu aizsardzību, Pamatnostādnes par personu aizsardzību attiecībā uz personas datu apstrādi lielo datu pasaulē, Pamatnostādnes par sejas atpazīšanu un Pamatnostādnes par nacionālo digitālo identitāti;

ņemot vērā arī Eiropas Konvenciju par spīdzināšanas novēršanu (ELS Nr. 126) un darbu, ko veic Eiropas Komiteja spīdzināšanas un necilvēcīgas vai pazemojošas rīcības vai soda novēršanai, un pirmām kārtām šīs komitejas izstrādātos standartus, kas izklāstīti tās pārskata ziņojumos;

ņemot vērā Eiropas Padomes Pamatkonvenciju par mākslīgo intelektu un cilvēktiesībām, demokrātiju un tiesiskumu (EPLS Nr. 225);

apstiprinot standartus, kas ietverti Eiropas Padomes Ministru komitejas attiecīgajos ieteikumos dalībvalstīm, un jo īpaši: [Rec(2006)2](https://search.coe.int/cm/eng%20%7B%22CoEReference%22%3A%5B%22Rec%282006%292%22%5D%2C%22CoELanguageId%22%3A%5B%22eng%22%5D%2C%22CoECollection%22%3A%5B%22COE_DOC%22%5D%2C%22po%22%3A%7B%22ref%22%3A%22%3D%22%7D%7D)-rev (ko pārskatījusi un grozījusi Ministru komiteja 2020. gada 1. jūlijā) par Eiropas cietumu noteikumiem; CM/Rec(2008)11 par Eiropas noteikumiem attiecībā uz nepilngadīgajiem likumpārkāpējiem, kam piemēro sodus vai piespiedu līdzekļus; CM/Rec(2010)1 par Eiropas Padomes Probācijas noteikumiem; CM/Rec(2012)5 par Eiropas ieslodzījuma vietu darbinieku ētikas kodeksu; CM/Rec(2014)3 par bīstamiem likumpārkāpējiem; CM/Rec(2014)4 par elektronisko uzraudzību; CM/Rec(2017)3 par Eiropas noteikumiem par sabiedrībā izciešamiem sodiem un piespiedu līdzekļiem; CM/Rec(2020)1 par algoritmisko sistēmu ietekmi uz cilvēktiesībām un CM/Rec(2023)2 par noziegumos cietušo tiesībām un pakalpojumiem un atbalstu noziegumos cietušajiem;

ņemot vērā arī Ministru komitejas Ieteikumu CM/Rec(2021)8 dalībvalstīm par personu aizsardzību attiecībā uz automātisku personas datu apstrādi saistībā ar profilēšanu;

vēršot uzmanību arī uz Eiropas Savienības Vispārīgo datu aizsardzības regulu 2016/679 par fizisku personu aizsardzību attiecībā uz personas datu apstrādi un šādu datu brīvu apriti un ar ko atceļ Direktīvu 95/46/EK un uz Eiropas Savienības Direktīvu 2016/680 par fizisku personu aizsardzību attiecībā uz personas datu apstrādi, ko veic kompetentās iestādes, lai novērstu, izmeklētu, atklātu noziedzīgus nodarījumus vai sauktu pie atbildības par tiem vai izpildītu kriminālsodus, un par šādu datu brīvu apriti, ar ko atceļ Padomes Pamatlēmumu 2008/977/TI, kā arī uz Ekonomiskās sadarbības un attīstības organizācijas Padomes Ieteikumu par mākslīgo intelektu (OECD/LEGAL/0449);

ņemot vērā konkrētos apstākļus, kādos darbojas ieslodzījuma vietu un probācijas dienesti, un to lomu kriminālsodu un piespiedu līdzekļu izpildē, kas ir viena no spēcīgākajām publiskās varas izpausmēm pret personām un kas var dziļi aizskart cilvēka cieņu, cilvēktiesības un privātumu, tostarp būtiski ietekmēt personas datu vākšanu un apstrādi;

šajā saistībā atzīstot, ka digitālo tehnoloģiju, kā arī mākslīgā intelekta (MI) straujā attīstība un izmantošana visās sabiedriskās dzīves jomās var radīt virkni pozitīvu pārmaiņu mūsu sabiedrībā, bet raisa arī vairākas ētiska rakstura bažas saistībā ar cilvēktiesībām, privātās dzīves neaizskaramību un datu aizsardzību;

atzīmējot, ka biometrisko datu vākšana un algoritmu izmantošana krimināltiesību sistēmā Eiropā strauji attīstās un kļūst aizvien svarīgāka visos krimināltiesību sistēmas posmos un jomās;

atzīmējot arī to, ka ir jāuzlabo krimināltiesību sistēmas galveno dalībnieku digitālo līdzekļu un MI lietošanas prasmes un ir jāveic steidzami pasākumi, lai tos sagatavotu efektīvai un ētiskai MI un saistīto digitālo tehnoloģiju izmantošanai ikdienas darbā, kas sniegtu labumu citām personām, kuras izmanto šīs tehnoloģijas, un personām, kurām tās tiek piemērotas;

vēršot uzmanību uz to, ka šo rīku projektēšana, izstrāde un uzturēšana ir jāuztic rūpīgi atlasītiem un pārbaudītiem privātuzņēmumiem, kuri cieši sadarbojas ar ieslodzījuma vietu un probācijas dienestiem. Šie uzņēmumi ir jāinformē par to, ka ir jāievēro augstas ētikas normas, principi un stingri profesionālās darbības noteikumi, un ka galvenie mērķi ir sabiedrības drošība un likumpārkāpēju rehabilitācija, nevis peļņas gūšana;

tādējādi uzsverot, ka ir ļoti svarīgi ātri izstrādāt, regulāri pārskatīt un vajadzības gadījumā pārstrādāt principus un standartus, kas jāievēro dalībvalstu ieslodzījuma vietu un probācijas dienestiem, izmantojot MI un saistītās digitālās tehnoloģijas, lai saglabātu augstas ētikas normas un profesionālos standartus;

uzsverot arī to, ka MI un saistītās digitālās tehnoloģijas ir jāizmanto ne tikai drošības un drošuma nolūkos, bet arī, lai sociāli integrētu personas, kas nonākušas konfliktā ar likumu, un ka šo personu reintegrācijai joprojām ir jābūt galvenajam mērķim. Šo tehnoloģiju izmantošana nedrīkst apdraudēt uz cilvēku vērstu pieeju un veicināt diskrimināciju un ekonomisko un sociālo nevienlīdzību,

iesaka dalībvalstu valdībām:

* savos tiesību aktos, kriminālpolitikā un praksē ņemt vērā principus un noteikumus, kas iekļauti šā ieteikuma papildinājumā;
* nodrošināt, ka šis ieteikums un tā paskaidrojuma raksts tiek pārtulkots un izplatīts iespējami plaši, jo īpaši tiesu iestādēm, prokuratūrai, policijai, ieslodzījuma vietu, probācijas un nepilngadīgo tiesvedības sistēmas dienestiem, kā arī privātuzņēmumiem, kas izstrādā un nodrošina MI un saistītās digitālās tehnoloģijas krimināltiesību sistēmā.

*Ieteikuma CM/Rec(2024)5 papildinājums*

# I. Vispārīgi noteikumi

a) Šis ieteikums ir izstrādāts, lai sniegtu norādījumus par ētiskajiem un organizatoriskajiem aspektiem, kas attiecas uz mākslīgā intelekta (MI) un saistīto digitālo tehnoloģiju izmantošanu ieslodzījuma vietās un probācijas dienestos. MI ir strauji augoša joma, tāpēc valsts iestādes tiek aicinātas pieņemt un ievērot papildu normas, kas attiecas uz MI lietotāju, tostarp personu, kuras ietekmē šo tehnoloģiju izmantošana, tiesību un brīvību aizsardzību.

b) Par ieslodzījuma vietām un probācijas dienestiem atbildīgajām valsts iestādēm ir jābūt pilnīgi atbildīgām par šajā ieteikumā ietverto principu un normu ievērošanu. Tām ir arī jānodrošina, ka privātuzņēmumi, kas projektē, izstrādā, nodrošina, izmanto un pārtrauc ekspluatēt šīs tehnoloģijas, ievēro šajā ieteikumā noteiktos ētiskos un organizatoriskos principus un normas.

c) Nepilngadīgo tiesvedības sistēmas dienestiem ir jāizmanto šie noteikumi tādā veidā, kas ir pielāgots nepilngadīgo īpašajām vajadzībām.

d) MI un saistītās digitālās tehnoloģijas ir jāizmanto leģitīmi un samērīgi, ja tās:

* + - * veicina likumpārkāpēju rehabilitāciju un reintegrāciju;
			* neaizstāj ieslodzījuma vietu un probācijas dienesta darbiniekus, bet palīdz viņiem ikdienas darbā;
			* palīdz krimināltiesību sistēmai, sodu un piespiedu līdzekļu izpildei un recidīvisma samazināšanai.

# II. Definīcijas

Šajā ieteikumā izmanto turpmāk norādītās definīcijas.

* “Mākslīgais intelekts (MI)” ir mašīnbāzēta sistēma, kas tiešiem vai netiešiem mērķiem no saņemtajiem ievaddatiem izsecina, kā ģenerēt izvaddatus, piemēram, prognozes, saturu, ieteikumus vai lēmumus, kas var ietekmēt fizisko vai virtuālo vidi. Dažādām mākslīgā intelekta sistēmām pēc ieviešanas ir atšķirīgs autonomijas un pielāgojamības līmenis.
* “Saistītās digitālās tehnoloģijas” ir vispārīgs termins, kas attiecas uz visām elektroniskajām ierīcēm, automātiskajām sistēmām un tehnoloģiskajiem resursiem, kuri ģenerē, apstrādā vai uzglabā informāciju un datus, ko izmanto MI.

# III. Pamatprincipi

1. Projektējot, izstrādājot, nodrošinot, izmantojot un pārtraucot ekspluatēt MI un saistītās digitālās tehnoloģijas, ir jānodrošina, ka tiek ievērotas personu, kuras ietekmē šī izmantošana, cilvēktiesības un cieņa (cilvēka cieņas un pamattiesību ievērošanas princips).

2. Visiem procesiem saistībā ar AI un saistīto digitālo tehnoloģiju, kuras izmanto cietumu un probācijas dienesti un privātuzņēmumi, kas rīkojas to vārdā, izstrādi, attīstību, nodrošināšanu, izmantošanu un ekspluatācijas pārtraukšanu, jāatbilst attiecīgajiem starptautiskajiem standartiem un valsts tiesību aktiem. Jānodrošina atbildība par prettiesisku kaitējumu, kas nodarīts, izmantojot MI un saistītās digitālās tehnoloģijas (likumības, juridiskās noteiktības un atbildības princips).

3. Projektējot, izstrādājot, nodrošinot, izmantojot un pārtraucot ekspluatēt MI un saistītās digitālās tehnoloģijas, ir jānovērš neobjektivitāte. Jāveic pasākumi, lai nodrošinātu vienlīdzību un novērstu vai atrisinātu pret personām vai personu grupām vērstas diskriminācijas vai nevienlīdzības rašanos vai pastiprināšanos (vienlīdzības un diskriminācijas aizlieguma princips).

4. MI un saistītās digitālās tehnoloģijas ir jāizmanto tikai tādā veidā, kas vismazāk negatīvi ietekmē cilvēktiesības, un tā, lai to paredzētā lietošana un intensitāte atbilstu mērķim un gaidāmajiem rezultātiem. Turklāt tas ir jādara tikai absolūtas nepieciešamības gadījumā (MI samērīguma, efektivitātes un nepieciešamības princips).

5. MI un saistīto digitālo tehnoloģiju projektēšanas, izstrādes, nodrošināšanas, izmantošanas un ekspluatācijas pārtraukšanas procesam ir jābūt pārredzamam, lai sabiedrība to varētu regulāri pārbaudīt un uzraudzīt, un ir jābūt pamatotam skaidrojumam par to izmantošanas, loģiku un rezultātiem (labas pārvaldības, pārredzamības, izsekojamības un skaidrojamības princips).

6. Ja lēmums, kas pieņemts, pamatojoties uz MI un saistīto digitālo tehnoloģiju izmantošanu, ietekmē potenciālo lietotāju cilvēktiesības, ir jāievieš cilvēka veiktas pārskatīšanas procedūra un efektīvs sūdzību iesniegšanas mehānisms saskaņā ar valsts tiesību aktiem (princips tiesībām, ka lēmumus pārskata cilvēks).

7. Lai MI un saistītās digitālās tehnoloģijas būtu uzticamas un precīzas, to pamatā ir jābūt apliecinātiem avotiem, drošiem datiem un pārbaudītām zinātniskām metodēm un vērtībām. Datiem ir jābūt precīziem un izlasēm pietiekami reprezentatīvām, lai tās atbilstu iedzīvotāju un mazākumtautību grupu, tostarp iespējami ietekmēto mērķgrupu, galvenajiem raksturlielumiem. MI un saistītās digitālās tehnoloģijas jāprojektē un jāizmanto drošā un pārbaudītā tehnoloģiskā vidē, lai nodrošinātu šo rīku, to lietotāju un personu, kuras ietekmē šo rīku izmantošana, drošību un aizsardzību (kvalitātes, uzticamības un drošuma princips).

8. MI un saistītās digitālās tehnoloģijas ir jāizmanto tā, lai saglabātu un veicinātu pozitīvas un lietderīgas personāla un likumpārkāpēju savstarpējās cilvēciskās attiecības, jo šīs attiecības ir būtiskas uzvedības maiņai un sociālās reintegrācijas nodrošināšanai (MI un saistīto digitālo tehnoloģiju uz cilvēku vērstas izmantošanas princips).

9. Jāizskaidro lietotājiem MI un saistīto digitālo tehnoloģiju pamati, tostarp to lietošanas veids un mērķis, kā arī ievērojamās ētikas normas (MI un digitālo līdzekļu lietošanas prasmju princips).

# IV. Datu aizsardzība un privātums

10. Kad tiek lietots MI un saistītās digitālās tehnoloģijas, likumpārkāpējiem joprojām tiek garantētas pamattiesības un pamatbrīvības, tostarp tiesības uz privātās dzīves neaizskaramību un tiesības uz datu aizsardzību. Šo tiesību un brīvību ierobežojumi ir pieļaujami tikai tad, ja tie ir saskaņā ar tiesību aktiem, tiek ievērota pamattiesību un brīvību būtība, tiem ir leģitīms mērķis, tie ir nepieciešami demokrātiskā sabiedrībā un ir samērīgi.

11. Visiem galvenajiem publiskajiem vai privātajiem dalībniekiem, kas piedalās MI un saistīto digitālo tehnoloģiju projektēšanā, izstrādē, nodrošināšanā, izmantošanā un ekspluatācijas pārtraukšanā, ir jāievēro datu aizsardzības tiesību akti, jānodrošina pārredzamība attiecībā uz iesaistītajām personām un jāspēj pierādīt, ka to kontrolē esošo datu apstrāde atbilst datu aizsardzības principiem un pienākumiem.

12. Dati ir jāuzglabā tā, lai persona būtu identificējama tikai tikmēr, kamēr tas ir stingri nepieciešams tiem nolūkiem, kādiem dati sākotnēji tika vākti. Datu pārziņiem ir jāizstrādā drošības pasākumi, lai nodrošinātu uzglabāto datu integritāti un konfidencialitāti, novērstu nejaušu vai nesankcionētu piekļuvi personas datiem, personas datu iznīcināšanu, zudumu, izmantošanu, grozīšanu vai izpaušanu.

13. Vākt, uzglabāt, nodot vai kā citādi apstrādāt drīkst tikai tādus personas datus un tikai tādā apjomā, kas ir stingri nepieciešams konkrēta uzdevuma izpildei. Šādus personas datus drīkst turpmāk apstrādāt tikai tādā nolūkā, kādā tie sākotnēji vākti. Ja iespējams, personu identificējošu datu vietā jāizmanto anonimizēti dati.

14. Vākt un apstrādāt īpašu kategoriju personas datus drīkst tikai tad, ja tas ir absolūti nepieciešams un atbilstoši, un ja tiesību aktos ir noteikti papildu drošības pasākumi. MI un saistītās digitālās tehnoloģijas, kas balstītas uz īpašām datu kategorijām, piemēram, biometriskajiem datiem, ir jāizmanto kontrolētā vidē, lai nepieļautu kļūdaini pozitīvus rezultātus un nediferencētu datu vākšanu.

# V. MI un saistīto digitālo tehnoloģiju izmantošana

**A. Izmantošana drošības, drošuma un kārtības nodrošināšanai**

15. MI un saistīto digitālo tehnoloģiju izmantošanai drošības, drošuma un kārtības uzturēšanas nolūkā jānodrošina labāka riska un krīzes situāciju vadība. Tās jāizmanto tikai absolūtas nepieciešamības gadījumā un samērīgi mērķim un ir jānovērš negatīvā ietekme uz likumpārkāpēju un personāla privāto dzīvi un labbūtību. Nekādos apstākļos MI un saistīto digitālo tehnoloģiju izmantošana nedrīkst personai radīt tīšu fizisku vai garīgu kaitējumu vai ciešanas.

16. Ir jākonsultējas ar ieslodzījuma vietu un probācijas dienestiem, lai noteiktu un novērtētu, vai ir nepieciešams personāla atbalsts visā MI un saistīto digitālo tehnoloģiju izmantošanas procesā, pildot ar drošības, drošuma un kārtības nodrošināšanu saistītos uzdevumus. Mērķim ir jābūt izstrādāt un izmantot pielāgotu MI un saistītās digitālās tehnoloģijas, lai personāls varētu pārkvalificēties nolūkā celt savu profesionālo kvalifikāciju attiecībā uz drošības, drošuma un kārtības nodrošināšanu, kas veicinātu likumpārkāpēju sociālo reintegrāciju.

17. Elektroniskajā uzraudzībā, tostarp biometriskās atpazīšanas tehnoloģijās, MI ir jāizmanto samērīgi mērķim un tikai tad, ja tas ir absolūti nepieciešams. Tas jādara, nodrošinot regulāru cilvēka veiktu kontroli, un tā, lai pieeja būtu vērsta uz cilvēku. Jāorientējas uz likumpārkāpēju reintegrāciju un jāievēro visi principi un garantijas, kas attiecas uz elektroniskās uzraudzības izmantošanu un šo ieteikumu.

# B. Izmantošana likumpārkāpēju pārvaldības, riska novērtēšanas, rehabilitācijas un reintegrācijas nodrošināšanai

18. MI un saistītās digitālās tehnoloģijas var būt noderīgas, lai atvieglotu likumpārkāpēju pārvaldību. Tās ir jāizmanto, lai pārvaldītu likumpārkāpēju lietas materiālus un konkrētas lietas un lai ģenerētu automātiskus brīdinājumus par neatbilstību, ja tas uzlabo uzraudzību un lēmumu pieņemšanu. Galīgo atbildību par to uzņemas speciālisti. Lēmumu pieņemšanā galvenā nozīme joprojām jāpiešķir uz cilvēku vērstai pieejai.

19. Izstrādājot MI un saistītās digitālās tehnoloģijas, lai palielinātu riska novērtēšanas precizitāti un objektivitāti, ir jārisina algoritmu neobjektivitātes un datu kvalitātes un reprezentativitātes problēmas. Riska novērtēšanas rīku izstrādē un izmantošanā ir jāņem vērā vajadzība jutīgi reaģēt uz visu veidu daudzveidību, tostarp dzimumu līdztiesības perspektīvu un multikulturālismu, lai novērstu visu veidu diskrimināciju.

20. Riska novērtējuma rezultāti ir jāizmanto tikai riska pārvaldībai. Lēmumi, kas izriet no riska novērtējuma, ir jāpieņem nevis automātiski, bet tos pieņem atbilstoši iecelti speciālisti.

21. MI un saistīto digitālo tehnoloģiju izmantošana var veicināt likumpārkāpēju rehabilitāciju un reintegrāciju, kā arī viņu sociālo saskari. Ja šādus rīkus izmanto atbalsta pasākumu personalizēšanai un reintegrācijas plāniem, tas jādara ar rūpību, lai novērstu neobjektivitāti. Šādu rīku izmantošana nedrīkst aizstāt speciālistu un likumpārkāpēju tiešu, regulāru cilvēcisku saskari, tostarp vajadzības gadījumā darbu ar likumpārkāpēju ģimenēm un bērniem.

22. MI un saistīto digitālo tehnoloģiju rīkus var izmantot, lai veicinātu automatizētu un attālinātu medicīnisko diagnostiku un vajadzības gadījumā turpmāko ārstēšanu, bet tie nevar aizstāt

profesionālo aprūpi un ārstēšanu klātienē.

23. Lai arī MI un saistītās digitālās tehnoloģijas var viegli izmantot, lai vadītu tikšanās un intervences pasākumus (tostarp tikšanās ar veselības aprūpes speciālistiem, advokātiem, sociālajiem darbiniekiem un citiem speciālistiem), tas ir jādara piesardzīgi. Tās ir jāizmanto, lai veicinātu, nevis kavētu vai pilnīgi aizstātu cilvēku saskari klātienē un likumpārkāpēju tikšanos ar ģimeni, speciālistiem un attiecīgajiem dienestiem.

# C. MI un saistīto digitālo tehnoloģiju izmantošana personāla atlasē, vadībā, mācībās un profesionālajā pilnveidē

24. Personāla atlasē, vadībā, mācībās un profesionālajā pilnveidē MI un saistītās digitālās tehnoloģijas jāizmanto, lai optimizētu cilvēkresursus un vadības spējas un procesus. Tāpat MI izmantošanai ir jābūt vērstai uz to, lai atbalstītu personāla profesionālās kvalifikācijas celšanu.

25. MI un saistītās digitālās tehnoloģijas ir jāizmanto, lai palīdzētu vadītājiem prognozēt organizācijas spējas nākotnē, tostarp noteikt problēmas personāla komplektēšanā. Šajā saistībā pieņemtie vadības lēmumi nedrīkst pārkāpt darbinieku tiesības vai radīt diskrimināciju vai netaisnīgumu.

26. Personai ir jābūt tiesībām būt informētam par lēmumu pamatojumiem saistībā ar personas atlasi, pieņemšanu darbā un profesionālās kvalifikācijas celšanu, kas pieņemti, pamatojoties uz MI un saistītajām digitālajām tehnoloģijām, un ir jābūt tiesībām lūgt, lai lēmumu pārskata cilvēks.

# VI. Pētniecība, izstrāde, novērtēšana un regulāra pārskatīšana

27. MI un saistīto digitālo tehnoloģiju projektēšana un izstrāde, kā arī pētniecība ir pienācīgi jāfinansē un jāatbalsta. Tas jādara, pienācīgi ņemot vērā datu aizsardzības noteikumus, publicējot anonimizētus datus, un tam jāpalīdz vēl vairāk attīstīt MI un saistīto digitālo tehnoloģiju pareizu un efektīvu izmantošanu un novērst iespējamās negatīvās sekas.

28. Neatkarīgiem un kompetentiem novērtētājiem ir regulāri jānovērtē MI un saistītās digitālās tehnoloģijas un to izmantošana, ņemot vērā to veiktspēju, paredzētos un neparedzētos rezultātus un vajadzību veikt pielāgojumus. Sākotnējā finansējumā jāiekļauj vai jāņem vērā turpmākās īstenošanas un novērtēšanas izmaksas.

29. Ir jāievieš procedūras un resursi, lai regulāri uzraudzītu, noteiktu, novērtētu, novērstu un mazinātu iespējamos riskus un nelabvēlīgas sekas, kas rodas no AI un saistīto digitālo tehnoloģiju izstrādes, attīstības un izmantošanas ieslodzījuma vietās un probācijas dienestos.

30. Šis ieteikums ir regulāri jāpārskata un attiecīgi jāpārstrādā, lai turpinātu aizsargāt lietotāju cilvēktiesības un pamatbrīvības un mūsu sabiedrības drošību un drošumu.